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ABSTRACT

Reconstructions of historical climate changes indicate that surface air temperatures decreased over the
preindustrial last millennium. Conflicting explanations have been proposed for the cause of the transition
from the Medieval Climate Anomaly (MCA) in the early part of the last millennium to the Little Ice Age
(LIA) near its end. The possible causes include volcanic emissions, total solar irradiance (TSI) variations,
greenhouse gas concentration fluctuations, and orbital forcing variations. In the present paper, it is demon-
strated that all of these climate forcings contribute significantly to simulated surface air temperature (SAT)
and sea ice concentration changes over this period. On the other hand, simulated ocean heat content appears
to respond significantly only to volcanic and TSI variations.
In model simulations at T85 spectral resolution, TSI reductions and volcanic emissions together generate

significant increases in sea ice extent in the Barents Sea, which is found to be responsible for most of the
temperature reductions over northwestern Europe. TSI appears less important to Arctic sea ice and SAT
changes in simulations at T42 spectral resolution, which are weaker than at T85 resolution. Such resolution
dependence is attributed to differences in background conditions in the responses to these external climate
forcings. Nonlinearities in the forcing responses and sensitivities to background conditions challenge the
assumption that sensitivity tests for given forcings can be run independently. Additionally, it is demonstrated
that an ensemble ofmodel simulations is required to isolate forcing responses even over a period as long as the
last millennium.

1. Introduction

The preindustrial last millennium (years 850–1849 CE)
is themost recent period dominated by natural sources of
climate variability rather than anthropogenic sources
(i.e., greenhouse gases and anthropogenic aerosols).
Analyses of this period may provide insights into climate
responses to natural external forcings, such as insolation
and volcanic emissions. Historical reconstructions in-
dicate that Northern Hemisphere (NH) surface air tem-
peratures (SATs) exhibited substantial variations on
centennial time scales superimposed on a secularly de-
creasing trend (Kaufman et al. 2009; Mann et al. 2009;
Hanhijarvi et al. 2013; PAGES 2k Consortium 2013).
Andres and Peltier (2013) have demonstrated that these
features of NH SATs are well reproduced in a suite of

millennium simulations, as is the subsequent warming
into the industrial period, when the influence of green-
house gas forcings becomes more important.
The Medieval Climate Anomaly (MCA) encompasses

a period of anomalouswarmth during the early part of the
last millennium. The Little Ice Age (LIA) corresponds
to a period of anomalously low temperatures near the end
of the millennium. Precise definitions for these periods
vary between studies, but we choose years 950–1249 and
1450–1849 for the MCA and the LIA, respectively, fol-
lowing Masson-Delmotte et al. (2013). Explanations for
the transition between these two periods have included
long-term feedbacks in response to a succession of large
volcanic eruptions (Zhong et al. 2011; Iwi et al. 2012;
Schleussner and Feulner 2013; Schurer et al. 2014;
McGregor et al. 2015), changes in orbital configuration
and total solar irradiance (TSI) (Kaufman et al. 2009;
Servonnat et al. 2010; Lehner et al. 2013; Phipps et al.
2013), and natural variations in greenhouse gases
(GHGs) (Servonnat et al. 2010; Schurer et al. 2014). The
goal of this study is to analyze the contributions of each of
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these external forcings to maps of simulated climate
changes from the MCA to the LIA.
Large volcanic eruptions during the last millennium

coincide with increased snow cover and glacier growth
on Baffin Island (Miller et al. 2012) and a shift toward
narrower North American (NAmer) tree rings
(Gennaretti et al. 2014). However, because of the lim-
ited duration of explosive volcanic eruptions and the
relatively short residence time of volcanic aerosols in the
atmosphere, volcanic aerosols have been thought in-
capable of generating centennial-scale climate varia-
tions. Nevertheless, volcanic emissions from large
eruptions have been shown to initiate multidecadal
changes in ocean heat content (OHC), sea surface
temperatures (SSTs), the Atlantic meridional over-
turning circulation (AMOC), and Arctic sea ice extent
through a series of climate feedbacks and the thermal
inertia of the oceans (Church et al. 2005; Gregory et al.
2006; Iwi et al. 2012; Schleussner and Feulner 2013;
McGregor et al. 2015). These multidecadal responses
are particularly long-lived if a sequence of large volcanic
eruptions occurs before the climate has fully recovered
from previous events (Zhong et al. 2011).
The success of atmosphere–ocean general circulation

models at sustaining volcanic responses for centuries, as
observed, depends on the accuracy of their representa-
tions of the orography and mean climate in high-latitude
regions (Berdahl and Robock 2013). Such background
climate conditions can have a strong influence on AMOC
responses to large volcanic eruptions, resulting in volcanic
climate responses either shorter than a decade or lasting
many decades (Zhong et al. 2011; Mignot et al. 2011).
Other model biases may also be important for generating
long-lived responses to volcanic eruptions. Most models
exaggerate the immediate climate effects of large volcanic
eruptions, likely due to the specification of a single aerosol
particle scattering radius (Timmreck et al. 2009, 2010;
Gent et al. 2011). Additionally, most models un-
derestimate internal ocean variability in comparison to
observations (Gregory et al. 2006). Nevertheless, de-
tection and attribution studies with both reconstructions
and simulations point to an important role for large vol-
canic eruptions in the cooling from the MCA to the LIA
(Schurer et al. 2014; McGregor et al. 2015).
The importance of volcanic eruptions to climate

changes over the last millennium are obscured when ex-
amined over a longer period (Kaufman et al. 2009) and
when regional and seasonal biases of proxy data sources
are considered (Phipps et al. 2013). For example, orbital
forcing alone has been found to generate the best
agreement between simulated and reconstructed NH
summer SAT variations in the extratropics (Phipps et al.
2013). Steadily decreasing trends have been observed

over the lastmillennia in northeast NorthAtlantic (NAtl)
annual SST reconstructions (Cunninghamet al. 2013) and
in reconstructed Arctic summer SATs (Kaufman et al.
2009). The Arctic summer SAT trends have been attrib-
uted to the changing precessional component of orbital
insolation (Kaufman et al. 2009) and are also present in
the data generated for this study, as shown by Fig. 1b.
Only during the early part of the twentieth century do
high-latitude temperature reconstructions depart signifi-
cantly from orbitally induced trends (Kaufman et al.
2009; Cunningham et al. 2013).
Multidecadal TSI and GHG variations acting together

have been shown to be sufficient to generate LIA periods
similar to those in NH reconstructions (Servonnat et al.
2010; Lehner et al. 2013). However, both of these model
studies employ TSI reconstructions that exhibit relatively
large variations between the Maunder Minimum and
present day. Such large TSI variations have been shown
to be inconsistent with reconstructed NH temperature
variations over the last millennium (Schurer et al. 2014).
Nevertheless, Lehner et al. (2013) identify two mecha-
nisms whereby sustained decreases in radiative forcing
(whether volcanic or solar in origin) may generate
centennial-scale NH temperature reductions with am-
plified effects over northern Europe as observed.
GHGs have also been demonstrated to play an im-

portant role during the latter half of the last millennium
(Servonnat et al. 2010; Schurer et al. 2013, 2014). In
particular, a reduction in GHGs during the seventeenth
century has been associated with detectable decreases in
NH SATs (Schurer et al. 2013, 2014).
Finally, certain modes of internal variability, in-

cluding El Niño–Southern Oscillation (ENSO), the
North Atlantic Oscillation, the Pacific decadal oscilla-
tion, and the Atlantic multidecadal oscillation (AMO),
are thought to have preferentially occupied particular
states during the MCA and the LIA (e.g., Mann et al.
2009; Trouet et al. 2009). However, models have shown
limited success at recreating those behaviors (Andres
and Peltier 2013; Fernandez-Donado et al. 2013;
Landrum et al. 2013).
In this study, the importance of the different external

forcings to various geographic regions in the NH is ex-
amined over the last millennium. These analyses
employ a suite of perturbation experiments described in
section 2, and the results are presented in section 3. Fi-
nally, the implications of the regional importance of
these forcings are discussed in section 4.

2. Experimental design

The Community Climate System Model, version 3
(CCSM3; Collins et al. 2006), was employed to generate
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all of the datasets presented here. Boundary conditions
were consistent with the last millennium experiment of
the Paleoclimate Modelling Intercomparison Project
phase 3 (PMIP3; Schmidt et al. 2011, 2012). An overview
of the simulations is presented in Table 1. There are five

fully transient millennium simulations, two at a spectral
resolution of T42 and three at T85. Two different vol-
canic reconstructions have been employed at each res-
olution [i.e., those from Gao et al. (2008) and Crowley
et al. (2008)], and in all analyses presented herein either

TABLE 1. Specifications of control and fully transient simulations, as well as each perturbation experiment. Number indicates the total
number of simulations. Start and end specify the simulation duration in Common Era (CE) calendar years. Initial point indicates the
control or fully transient simulation year when each experiment is initialized. TSI, orbital, and GHG refer to specific forcings, where F
indicates fixed forcings, with the fixed date (CE year) in parentheses and T for transient forcings. Transient volcanic forcings listed as
either Gao or Crowley are for Gao et al. (2008) or Crowley et al. (2008) reconstructions, respectively. Transient TSI forcings are from
Vieira et al. (2011). Transient orbital forcings are enacted through the Berger (1978) scheme internal to CCSM3 through a code modi-
fication developed by B. Briegled and B. Kauffman (N. Rosenbloom 2009, personal communication). Transient GHG forcings are from
Joos and Spahni (2008).

Experiment Number Start End Initial point Volcanic TSI Orbital GHG

Mill_T42_ctl 1 2940 3940 — None F (850) F (850) F (850)
Mill_T85_ctl 1 2150 3150 — None F (850) F (850) F (850)
Mill_T42_all_Gao 1 850 1849 2940 Gao T T T
Mill_T42_all_Crowley 1 850 1849 2940 Crowley T T T
Mill_T85_all_Gao 1 850 1849 2150 Gao T T T
Mill_T85_all_Crowley 1 850 1849 2150 Crowley T T T
Mill_T85_all_Crowley2 1 850 1849 2153 Crowley T T T
NO_GHG 1 850 1849 850 Gao T T F (850)
NO_ORBIT 1 850 1849 850 Crowley T F (850) T
NO_VOLC 5 1200 1499 1200 None T T T
NO_TSI 5 1200 1499 1200 Both F (1200) T T

FIG. 1. (a) NH annual SAT anomalies with respect to years 1250–1449 from the difference
between fully transient preindustrial millennium simulations and a polynomial fit to control
data. Simulated temperature anomalies are smoothed with a Gaussian filter (s 5 4.0). Mann
et al. (2009) anomalies with respect to the same period, including gray shading for 95% con-
fidence bounds. (b) Unsmoothed Arctic summer SAT anomalies with respect to control
polynomials and showing trend lines. Colors are defined in the legend for (a),(b). (c) NH-av-
eraged volcanic aerosol optical depths for Gao et al. (2008) (blue) and Crowley et al.
(2008) (red).
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Gao or Crowley is appended with an underscore to
simulation labels identifying which reconstruction was
used. Finally, Mill_T85_all_Crowley2 is forced identi-
cally to Mill_T85_all_Crowley, but it is initialized three
years later in the control run. Further discussion of the
fully transient simulations can be found in Andres and
Peltier (2013, 2015).
Four experiments have been initialized from the fully

transient simulations. In each experiment, simulations
are produced with one forcing held fixed to its value at
the branching point. When the volcanic forcing is held
fixed, no eruptions are prescribed for the duration of the
perturbation simulation. This method prevents discon-
tinuities in any of the time series while permitting an
examination of the full influence of each forcing, in-
cluding its interaction effects with the other forcing re-
sponses. These experiments are named according to the
boundary condition held fixed (i.e., NO_GHG, NO_
ORBIT, NO_VOLC, and NO_TSI) and are defined in
Table 1 and described in more detail below.
Fully transient and perturbation time series have been

corrected for disequilibration by subtracting a third-
order polynomial fit to corresponding data from the
control simulation. The control simulation equilibration
criteria applied in this study are conservative and are
described in Andres and Peltier (2013). Nevertheless,
lingering disequilibration in the control simulation deep
ocean appears to generate initial trends in control sim-
ulation OHC that coincide with variations in the tran-
sient simulations. Further details concerning this issue
are provided in appendix A. Note that, because of ir-
retrievable data loss, the polynomial fit to NH sea ice
data was performed including decadally spaced annual
values reconstructed from restart data.
Results are presented for simulated SATs, OHC

(defined as the depth-integrated thermal energy carried
by the water parcels after being returned to the surface
adiabatically), and NH sea ice concentration. In addi-
tion, annual time series of theAMOC [defined following
Tulloch and Marshall (2012) to be the meridional
streamfunction average at depths of 500–1800m be-
tween 358 and 508N] are presented. Changes from the
MCA to the LIA are constructed by subtracting aver-
ages over each of these periods. Differences between
changes from the MCA to the LIA in the fully transient
simulations and in the perturbation experiments in-
dicate external forcing responses. Where there is only a
single perturbation experiment, only a single difference
is calculated with respect to the corresponding fully
transient simulation. Finally, the linearity of the re-
sponses is tested by comparing average fully transient
changes to the sum over all of the average perturbation
responses in each T42 Gaussian-grid cell.

A 95% significance criterion is applied to all results
presented here. This significance is evaluated with re-
spect to confidence intervals defined by bootstrapping
control data. Consequently, these tests facilitate a sep-
aration of forced climate responses from those associ-
ated with internal variability alone. For the maps,
significance is established separately in every grid cell
based on confidence intervals determined for that grid
cell. With these confidence limits, it is expected that one
in every 20 grid cells will be significant by chance alone.
Thus, significant regions are only discussed if they in-
clude many grid cells. The bootstrapping methods are
described in more detail in appendix B.

a. NO_GHG

The NO_GHG experiment consists of one
millennium-length T42 simulation initialized from the
same point in the T42 control run as the fully transient
simulations. This simulation is identical toMill_T42_all_
Gao except that trace gases are held fixed to year 850
values. Reconstructed greenhouse gas radiative forcings
over the preindustrial millennium are plotted in Fig. 2a
and exhibit slow variations of low amplitude until the
seventeenth century. Even then, the variations are of
small amplitude in comparison with those during the
twentieth century (not shown). The changes in GHG
forcing from the MCA to the LIA are insignificant, and
the seventeenth century includes the only pronounced
negative values.

b. NO_ORBIT

The NO_ORBIT experiment consists of a single
millennium-length T42 simulation. Its forcings are
identical to Mill_T42_all_Crowley, except that the or-
bital forcing is fixed to year 850 values. Orbital changes
over the last millennium are generated by a combination
of changes in eccentricity, obliquity, and precession and
affect the insolation at the top of Earth’s atmosphere
through a multiplicative factor. Eccentricity describes
how elongated Earth’s orbit around the sun is and thus
the degree of contrast in the insolation received during
different seasons. The eccentricity varies with a domi-
nant period of approximately 100ka (1 ka5 1000 yr), so
its changes during the last millennium are small. Pre-
cession alters the time in the year when Earth is closest
to the sun (at its perihelion) with periods of approxi-
mately 20 ka. Since seasons in the Northern and South-
ern Hemispheres are out of phase, the effects on
seasonal contrasts of precessional shifts differ in the two
hemispheres. Over the last millennium, precession
changes shifted the timing of the perihelion by 18 days
through the December solstice. Finally, obliquity
changes affect the angle of Earth’s rotation axis with
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respect to the plane of its orbit about the sun with a
period of approximately 41 ka. Obliquity decreased
throughout the last millennium, thereby reducing con-
trasts between the seasons in both hemispheres.
Orbital configuration changes affect regional in-

solation more strongly than global totals. Annually av-
eraged insolation differences with respect to year 850
values are plotted in Fig. 2b for the tropics, Arctic, NH,
and NAtl and North Pacific (NPac) regions. Annual
insolation changes from the MCA to the LIA are only
significant in the Arctic and the tropics. Since polar
regions receive very little insolation during their win-
ters, their annual insolation totals are relatively in-
sensitive to changes during winter and highly sensitive
to changes during summer. Thus, on an annually

averaged basis, Arctic insolation decreases over the mil-
lennium by 20.75Wm22 (or 20.4%), with reductions as
high as 24.4Wm22 during the summer. The tropics are
not very sensitive to obliquity changes, and precessional
shifts over the last millennium increase the insolation
during DJF and decrease it during JJA. The net annual
effect is that tropical insolation increases linearly by
0.20Wm22 over themillennium.However, peak increases
and decreases are 3.5 and 23.4Wm22 during MAM and
SON, respectively, when the tropics align most directly
with incoming solar radiation.

c. NO_VOLC

There are five NO_VOLC simulations, each initialized
from year 1200 in a different fully transient simulation.
Each perturbation simulation is identical to the one from
which it was initialized, except that there are no volcanic
emissions. Because of the strength of variability on an-
nual time scales in the volcanic datasets, these simulations
only cover years 1200–1499, thereby including 50 years in
each of theMCA and LIA (termed short MCA and short
LIA). This period captures two major sequences of sub-
stantial volcanic activity, as shown in Fig. 2c. The largest
eruption of the millennium, which is attributed to the
Samalas volcano (Lavigne et al. 2013), occurs immedi-
ately following the MCA and is succeeded by several
others within 50 years. The next largest eruption, which is
attributed to Kuwae, occurs at the start of the LIA. The
NO_VOLC simulations do not continue into the seven-
teenth century, when large eruptions occur quasi regu-
larly until the end of the millennium.

d. NO_TSI

There are five NO_TSI experiments initialized from
year 1200 in each of the fully transient simulations.
These runs are forced identically to the original simu-
lations except that the TSI is held constant at year 1200
values. The TSI time series is plotted with respect to its
values in the year 1200 in Fig. 2d. Years 1200–1499 are
sufficient to extract substantial TSI variation, including
two periods each of relatively high and low values, with
high TSI occurring early in the thirteenth century and
late in the fourteenth century and low TSI occurring in
between those periods and in the fifteenth century (i.e.,
the Wolf and Spörer Minimums). Consequently, TSI
averages are significantly larger in the short MCA than
the short LIA, although they are negative with respect to
year 1200 values during all of the periods.

3. Results

Maps of changes from the MCA to the LIA (or short
MCA to the short LIA, where applicable) are discussed

FIG. 2. Radiative forcings with respect to their values at year 850
for (a) GHG and (b) orbital boundary conditions. (c) Volcanic
aerosol optical depth, where blue lines correspond to Gao et al.
(2008) and red lines correspond to Crowley et al. (2008). (d) TSI
radiative forcing with respect to the value in year 1200, which is
marked by a green line.
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in the following subsections for SATs, OHC, and sea ice
concentration. Where experiments include multiple
perturbation simulations, ensemble averages are pre-
sented. Otherwise, plotted differences are based on
single simulations alone.

a. Surface air temperatures

Simulated, smoothed SATs averaged over the NH are
plotted in Fig. 1a with a multisensor reconstruction of
NH temperatures from Mann et al. (2009) in black. The
SATs are defined as anomalies with respect to years
1250–1449, and the simulations have been smoothed to
match the standard deviation of the Mann et al. (2009)
reconstruction over the MCA (when there are few large
volcanic eruptions). The simulations lie within the 95%
confidence bounds of the reconstruction over most of
the preindustrial millennium. The most prominent ex-
ceptions occur during large volcanic eruptions, when
simulated SAT variations are significantly larger than
reconstructed SATs. The amplitude of the simulated
change in NHSATs from theMCA to the LIA is smaller
than in the Mann et al. (2009) reconstruction. However,
the amplitude of this reconstructed change has been
found to depend strongly on the reconstruction method
employed and the quality of the data included in the
analysis (Wang et al. 2015). The ensemble average of
global SAT changes between the MCA and LIA as de-
fined by Wang et al. (2015) (i.e., years 950–1249 and

1400–1699) is 0.08 6 0.02K for the simulations pre-
sented here. This value places these simulations at the
low end of PMIP3 simulations and within the range
spanned by different reconstruction methods using the
Past Global Changes (PAGES) 2k Consortium dataset
(Wang et al. 2015).
Maps of significant ( p, 0.05) ensemble-average SAT

changes from the MCA to the LIA are presented in
Fig. 3a for T42 simulations and Fig. 4a for T85 simula-
tions. Positive changes indicate more positive values
during the LIA, and negative values indicate more
positive values during the MCA. The transient simula-
tions exhibit a general cooling from theMCA to the LIA
that is strongest in the Arctic and in the Greenland and
Barents Seas in particular. The peak amplitude of these
differences is larger at T85 resolution.
The contribution of each forcing to MCA–LIA

changes is presented in terms of the difference between
fully transient and perturbation experiments. Such per-
turbation differences for T42 simulations are plotted in
Fig. 5, and perturbation differences for T85 simulations
are plotted in Figs. 4b,c. Negative values indicate that
there is greater cooling from the MCA to the LIA when
the perturbation variable varies than when it is fixed.
All of the forcings exhibit regions of significant values,
but the regions of significance are more extensive for
NO_VOLC and NO_TSI. The greater significance of
differences with respect to those two experiments can be

FIG. 3. (a) T42 simulation ensemble-average SAT changes from the MCA to the LIA. (b) Differences between average changes from
the short MCA to the short LIA for T42 simulations and the linear combination of average changes associated with each forcing. Only
values significant at p , 0.05 with respect to control simulation variations in each grid cell are shown.
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partly explained by the larger numbers of perturbation
simulations. Nevertheless, differences between each
NO_VOLC simulation and its corresponding fully
transient run exhibit more extensive regions of sig-
nificance than do either the NO_GHG or NO_OR-
BIT differences.
None of the perturbation differences at T42 resolution

exhibit significant signals over the Arctic, which is the

region of strongest SAT change from the MCA to the
LIA. In contrast, both NO_VOLC and NO_TSI per-
turbation differences at T85 resolution are associated
with significant reductions from the short MCA to the
short LIA in the Barents Sea. Both of these signals are
similar in amplitude to the fully transient change in this
region. Since neither GHG nor orbital forcings are
expected to generate increases in Arctic SATs over the

FIG. 4. (a) T85 simulation ensemble-average SAT changes from the MCA to the LIA. Average differences between fully transient
changes from the short MCA to the short LIA and the (b) NO_VOLC and (c) NO_TSI experiments. Only values significant at p , 0.05
with respect to control simulation variations in each grid cell are shown.
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last millennium, the strength of the NO_TSI and
NO_VOLC signals suggests that both forcings are re-
quired in order to capture the fully transient SAT response
in the Barents Sea. This suggests a degree of nonlinearity
in the SAT response in this region.
The tropics exhibit the most extensive regions of sig-

nificant perturbation SAT differences. Both the TSI and
the volcanic forcings affect SAT changes from the short

MCA to the short LIA in the tropical Pacific and At-
lantic, although their response patterns differ and vary
with resolution. At both resolutions, TSI is responsible
for a cooling along the southern branch of the North
Pacific Gyre and cooling in the tropical Atlantic. Its
significant signals are more extensive at T42 resolution.
GHGs are only associated with significant changes in the
tropical Pacific. Both volcanic and GHG forcings are

FIG. 5. Differences between SAT changes from the MCA to the LIA for T42 simulations with all forcings transient and the (a) NO_
GHG and (b) NO_ORBIT experiments. Differences in T42 SAT changes from the short MCA to the short LIA for (c) NO_VOLC and
(d) NO_TSI experiments. Differences are based on single perturbation experiments in (a) and (b) and averages over all T42 experiments
in (c) and (d). Only values significant at p , 0.05 with respect to control simulation variations in each grid cell are shown.
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associated with cooling in the location of the Equatorial
Counter Current, although significant signals are re-
stricted to the eastern side of the Pacific basin at T42
resolution. Finally, orbital changes are associated with
significant warming over the western tropical Pacific and
patches of significant cooling over the tropical Atlantic.

b. Ocean heat content

OHC ensemble-average changes are plotted in
Figs. 6a and 7a. MCA OHC values are larger than LIA
values over most of the NH, with the exception of the
Indian Ocean. There, OHC values increase during the
preindustrial millennium in simulations at both resolu-
tions, with more extensive increases at T85 resolution.
OHC reductions have the largest amplitude in the
midlatitudes and in the NAtl basin. The strength of the
NAtl midlatitude change is similar at both resolutions,
but in most other regions the change at T42 resolution is
more negative than the change at T85 resolution.
The largest resolution contrast in OHC changes from

the MCA to the LIA is in the Arctic, where there are
strong reductions at T42 resolution and a mixture of
weaker (but still significant) increases and decreases at
T85 resolution. Resolution dependence in Arctic OHC
differences is particularly evident when examining time
series of regional averages for different ensemble
members. In Fig. 8, averageArctic OHCvalues decrease
strongly by the end of the millennium in T42 simulations
and are characterized by minor fluctuations with no
overall secular tendency in the T85 simulations. Since

the resolution of the ocean and sea ice model compo-
nents are the same for both T42 and T85 model config-
urations, the differences between the responses must be
due to differences in the coupled climate and/or atmo-
spheric responses to the forcing. Finally, there are strong
contrasts based on resolution in the North Pacific, where
T42 simulations exhibit peak decreases in the mid-
latitudes, and T85 simulations exhibit little variation by
latitude.
Perturbation OHC differences for NO_GHG and for

NO_TSI at T85 resolution are insignificant in nearly all
grid cells, so they are not shown in Figs. 9 and 7. Orbital
forcing exhibits a small region of increased OHC in the
Labrador Sea and subpolar NAtl. In contrast, both
volcanic and TSI forcings are important to OHC re-
ductions in Pacific low latitudes at T42 resolution. These
changes are also apparent in tropical OHC averages
plotted in Fig. 10b. Additionally, volcanic forcing re-
sponses at both resolutions exhibit strong, localized
cooling along the southeastern margin of the North
Atlantic.

c. Northern Hemisphere sea ice concentrations

Finally, NH sea ice concentrations plotted in Figs. 11a
and 12a generally increase at both resolutions, although
this increase is much stronger for T85 resolution than
T42. Nevertheless, sea ice extent changes as delineated
by the 15% concentration threshold (not shown) are
similar for simulations at the two resolutions. Although
sea ice changes at both resolutions exhibit strong

FIG. 6. As in Fig. 3, but for OHC changes (1019 J) at T42 resolution.
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increases in the Barents Sea, the locations of the other
large changes differ. Most noticeably, the T85 simula-
tions exhibit relatively strong sea ice growth in the
Labrador Sea in comparison to the T42 simulations.
All perturbation variables are seen to contribute to

NH sea ice concentration increases in Figs. 13 and 12b,c.
Most of the increases occur along the sea ice margins of
the NAtl and NPac, resulting in increases of sea ice ex-
tent. All variables contribute to significant sea ice in-
creases in the Norwegian Sea, although GHG variations
are associated with sea ice reductions in its northern-
most part. Fixing either volcanic or TSI forcing results in
the loss of much of the sea ice growth in the Gulf of
Alaska at both resolutions. However, only volcanic
forcings appear important to sea ice growth in the

Barents Sea in T42 simulations, whereas both volcanic
and TSI forcings are associated with strongly significant
increases in sea ice concentration there at T85
resolution.

d. Response additivity

The linearity of the forcing responses is estimated by
calculating the differences between fully transient
changes from the short MCA to the short LIA (not
shown for NO_GHG and NO_ORBIT) and a linear
combination of perturbation differences. The average of
such calculations for Mill_T42_all_Gao and Mill_T42_
all_Crowley is presented in Fig. 3b for SATs, Fig. 6b for
OHC, and Fig. 11b for sea ice concentration. In regions
with positive changes from the short MCA to the short

FIG. 7. (a) T85 simulation ensemble-average OHC changes (1019 J) from the MCA to the LIA. Average differences between fully
transient changes from the short MCA to the short LIA and the (b) NO_VOLC experiment. Only values significant at p , 0.05 with
respect to control simulation variations in each grid cell are shown.

FIG. 8. Differences between OHC summed over the Arctic region and the control simulation
polynomial fit for each of the fully transient simulations. Datasets are labeled in the legend.
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LIA, positive values indicate an underestimation of fully
transient changes by the linear combination. In regions
with negative changes, positive values indicate an
overestimation of the fully transient change by the linear
combination.
Note that perturbation differences for NO_GHG

and NO_ORBIT experiments are only calculated with
respect to their corresponding fully transient simula-
tions, so these values are identical in the two linear
combinations. Such duplication increases the width of

the confidence interval for the linearity tests com-
pared to a case with two separate simulations each for
the NO_GHG and NO_ORBIT experiments. Thus,
the confidence intervals applied to test the significance
of nonlinear differences are estimated via boot-
strapping by averaging over sets of two linear combi-
nations with two of the randomly chosen summation
terms in common.
SAT differences show the strongest overestimation

by the linear combination in North Africa, central

FIG. 9. Significant differences between OHC changes (1019 J) from the MCA to the LIA for T42 simulations with all forcings transient
and the (a) NO_ORBIT experiment. Differences between the short MCA and short LIA for the (b) NO_VOLC and (c) NO_TSI
experiments. Only values significant at p , 0.05 with respect to control simulation variations in each grid cell are shown.
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Eurasia, and the Labrador Sea. SAT changes in the
eastern tropical Pacific Ocean are also overestimated.
The linear combination underestimates short MCA–
short LIA changes in the Indian Ocean. OHC differ-
ences are strongly overestimated in the western
tropical Pacific Ocean. Finally, sea ice concentration
changes are significantly overestimated in most of the

regions of sea ice expansion into regions without pre-
vious sea ice cover.

4. Discussion

Since the LIA period chosen in this study includes
both the most negative and most positive GHG

FIG. 10. T42 average perturbation differences in (a) averaged SAT and (b) summed OHC
with respect to time over the tropical zone defined by6208 latitude with respect to the equator.
The yellow-shaded region corresponds to theMedieval ClimateAnomaly, and the blue-shaded
region corresponds with the Little Ice Age.

FIG. 11. As in Fig. 3, but for sea ice concentration changes at T42 resolution.
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radiative forcing values of the preindustrial last millen-
nium, the strengths of the GHG responses are not well
captured. For comparison, NO_GHG perturbative dif-
ferences are calculated for SATs, OHC, and sea ice
concentration in Figs. 14a, 14b, and 14c, respectively, for
changes between the MCA and a period of low GHG
radiative forcing values, years 1595–1644. The signifi-
cance of these results is evaluated with respect to
bootstrapped datasets of the same duration as the two

periods under examination. Regions with significant
responses are more extensive for all variables, but most
especially for SATs. GHG reductions are associated
with general cooling over most of the tropics and sub-
tropics and amplified cooling over theArctic. Significant
warming is detected in a few locations that are mostly in
northern midlatitudes.
Our results point to three regions of particular im-

portance to an understanding of forced climate changes

FIG. 12. (a) T85 simulation ensemble-average sea ice concentration changes from the MCA to the LIA. Average differences between
fully transient changes from the shortMCA to the short LIA and the (b) NO_VOLC and (c) NO_TSI experiments. Only values significant
at p , 0.05 with respect to control simulation variations in each grid cell are shown.
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from the MCA to the LIA: namely, the tropical Pacific,
the North Atlantic, and the Arctic.
Both tropical SATs and OHC exhibit strong re-

sponses to external forcings over the last millennium,
but tropical OHC responses to even short-lived but
strong forcings are sustainedmuch longer because of the
thermal inertia of the ocean’s mixed layer. This in-
tegrative effect reduces the amplitude of OHC re-
sponses to short-lived forcings relative to background
variability, but it also can increase the relative amplitude

of long-lived forcings. In Fig. 10b, theOHCperturbation
differences averaged over the tropics (defined here to be
within 6208 latitude with respect to the equator) expe-
rience much longer-lasting responses to volcanic erup-
tions than SATs in Fig. 10a do. OHC also exhibits more
anomalous, gradual decreases in response to TSI
reductions.
Significant tropical Pacific responses are collocated

with the center of ENSO variability, but this collocation
does not necessarily imply a dynamical ENSO response

FIG. 13. As in Fig. 5, but for sea ice concentration perturbation differences at T42 resolution.
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is involved (van Loon and Meehl 2008). Our results
suggest a shift toward more La Niña–like conditions
over the preindustrial last millennium. These results
disagree with one proxy-based reconstruction of his-
torical ENSO variations (Mann et al. 2009). However,

the perceived shift to more positive ENSO states from
the MCA to the LIA has been shown to depend on the
reconstruction method employed (Wang et al. 2015).
Furthermore, SAT and OHC responses to increased
volcanic emissions, a succession of solar minima, and

FIG. 14. Differences between fully transient and NO_GHG changes from the MCA to a period of low GHG forcing (years 1595–1644
CE) for (a) SATs, (b) OHC (1019 J), and (c) sea ice concentration. Only values significant at p , 0.05 with respect to control simulation
variations over periods of similar length in each grid cell are shown.
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decreased greenhouse gases are all characterized by
cooling in the tropical Pacific in the simulations pre-
sented here. The volcanic response appears more con-
sistent with a direct thermal response to reduced
radiative forcing than a dynamical response, as de-
scribed by Emile-Geay et al. (2008). TSI increases in this
region have been shown to trigger La Niña–like condi-
tions initially (Emile-Geay et al. 2007), followed by
lagged ENSO-like conditions (Meehl and Arblaster
2009). These results provide few constraints on the
multidecadal TSI responses detected in this study. Fi-
nally, the GHG response appears consistent with dy-
namical responses to greenhouse gases (Wang et al.
2013). It is important to recognize that even the large
changes in radiative forcings between glacial and in-
terglacial periods severely test the ability of a given
coupled model to adequately represent the subtle
atmosphere–ocean interaction that is at the heart of the
ENSO phenomenon (e.g., see Peltier and Solheim 2004;
Vettoretti et al. 2009).
The perturbationOHC responses in the NAtl are only

significant with respect to the NO_VOLC experiment
in a band along the eastern boundary, although the fully
transient OHC changes there are very large across the
NAtl. This result suggests that the NAtl OHC re-
ductions are either not easily separable from internal
variability or are themselves generated by internal var-
iability. The latter explanation is contradicted by two
different facts. First, the amplitude of the fully transient
signal exceeds the 95% confidence range of internal
variability fluctuations in this region from the control
simulations. Second, the sign and amplitude of the NAtl
OHC reductions are similar in every ensemble member
examined here. Instead, this feature resembles an AMO
response associated with a reduction in the AMOC.
Indeed, we find that the AMOC decreases from the
MCA to the LIA by 0.5 and 0.4 Sv (1 Sv [ 106m3 s21;
p , 0.05 with respect to control variations) for the T42
and T85 simulations, respectively. Such reductions in
both the AMOC and AMO over the last millennium
have also been reconstructed from observations
(Wanamaker et al. 2012). However, because of the large
variability in AMOC values over the last millennium
(not shown), particularly for the T42 simulations, it is
difficult to separate the influences of different forcings in
driving these AMOC changes.
The Arctic amplification of cooling from the MCA to

the LIA presented here is consistent with re-
constructions and other PMIP3 simulations (Wang et al.
2015). In the fully transient T85 simulations, the Barents
Sea includes the region of strongest SAT decrease,
strong sea ice increase, and significant OHC increase.
Such a combination of effects can be explained by sea ice

growth in the Barents Sea preventing the transfer of heat
from the ocean to the atmosphere (Zhong et al. 2011;
Lehner et al. 2013). Such sea ice changes have been
found previously to trigger a set of feedbacks resulting in
the reduction of the AMOC and decreased heat trans-
port into the Arctic in other T42 simulations with
CCSM3 (Zhong et al. 2011; Lehner et al. 2013), although
the relationship between sea ice expansion and the
AMOC depended on the background conditions of each
simulation (Zhong et al. 2011). Arctic SAT responses at
T42 resolution are similar to those at T85 resolution, but
Arctic OHC at T42 resolution reduces much more
strongly over the entire Arctic Basin than at T85 reso-
lution. Arctic sea ice growth is also much less extensive
at T42 resolution than at T85. The AMOC at T42 res-
olution (not shown) is also characterized more by
centennial-time-scale oscillations than by a gradual de-
crease, as found in the T85 simulations.
One explanation for the dependence on resolution in

Arctic sea ice concentration and OHC changes is the
large difference in mean climate states between simu-
lations at these two resolutions (Andres and Peltier
2013). Arctic SATs are approximately 28C colder in
CCSM3 T42-resolution simulations than in T85 simu-
lations (deWeaver and Bitz 2006; Hack et al. 2006).
Consequently, Arctic sea ice is initially more extensive
at T42 resolution than T85 (deWeaver and Bitz 2006),
with values of approximately 17.53 1012m2 for the T42
control simulation in this study and approximately
16.5 3 1012m2 in the T85 control simulation. These
differences in background state explain the smaller in-
creases in sea ice concentration detected here at T42
resolution and the smaller change in Arctic SATs. Since
the Arctic SATs are biased high with respect to obser-
vations at both resolutions (Grotjahn et al. 2011), it is
reasonable to expect that the sea ice and SAT changes
detected in the T42 simulation would be closer to his-
torical values than in the T85 simulation.
The pressure biases that generate the Arctic SAT and

sea ice extent biases in CCSM3 also lead to dynamical
differences between simulations of a different resolution
and between them and observations (deWeaver and
Bitz 2006). In a previous study with CCSM3 in a T42
configuration, Arctic summer winds were found to
generate a polar anticyclone instead of the polar cyclone
observed in reanalysis products (deWeaver and Bitz
2006). This may not indicate a poor representation of
Arctic dynamics, however, since historical circulation
patterns in the Arctic Basin suggest that circulation re-
gimes switch between these two states periodically
(Proshutinsky et al. 2015). In contrast, simulations at a
T85 resolution exhibit no coherent summer wind struc-
tures (deWeaver and Bitz 2006). Thus, through a
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combination of background climate biases between
simulations at the two resolutions, large differences in
the Arctic SAT, OHC, and sea ice responses to external
forcings are generated.
Some of the mechanisms described above involve

nonlinear responses to the external climate forcings.
The main sources of nonlinearity present in the regions
discussed here are listed:

(i) The small number of ensemble members employed
in estimating the degree of nonlinearity and the
examination of small spatial regions allows discrep-
ancies between the fully transient changes and the
linear combination of changes to be strongly af-
fected by noise from local phenomena in many grid
cells. However, the range of such noise is captured
in the control simulation confidence intervals.

(ii) Modes of variability can amplify or reduce the
influence of one or more forcings. For example, the
AMO varies on time scales similar to the length of
the short MCA and short LIA. Random fluctua-
tions in the AMO may obscure a forcing response
change between these two periods entirely, but
ensemble averages reduce the effect of such ran-
dom events. On the other hand, if an AMO re-
duction were triggered by feedbacks associated
with forcing responses in the Barents Sea, then
the amplitude of the response in the North Atlantic
may be nonlinearly related to the initial forcing. In
Fig. 6b, there is no evidence of significant non-
linearity in the North Atlantic. Thus, if such an
AMO response were occurring, its amplitude must
remain within the range of natural variability.

(iii) Other feedbacks can also amplify or reduce signals
locally and, if they involve teleconnections, may
affect remote regions as well. Additionally, some
feedback processes (including sea ice formation
and melting, or snow deposition) are sensitive to
the background conditions at the time of the
forcing (Berdahl and Robock 2013). In this study,
nonlinearities are detected in sea ice concentration
changes in regions where sea ice was not originally
present. All of the forcings examined here are seen
to contribute to the sea ice changes, most probably
by lowering the mean SATs in those regions to be
closer to the threshold temperatures for sea ice
formation.

(iv) Ocean and atmospheric circulation may advect
seawater or air whose state has been altered in
response to the forcing into other regions, where it
can affect ambient conditions. In Mignot et al.
(2011), large volcanic eruptions first cause strong
reductions in tropical ocean temperatures with

weaker responses in the midlatitudes. After at
least a year, temperature anomalies in the mid-
latitudes strengthen in response to the advection of
the anomalously cold tropical water.

Given the nonlinearities detected in the forcing re-
sponses here, these results challenge the assumption that
attribution studies based on varying a single parameter
at a time will arrive at the same results as a study where
forcings are removed one at a time.

5. Conclusions

Through a suite of last millennium simulations and
perturbation experiments using a single climate model,
the roles of external forcings in generating regional
climate changes from the MCA to the LIA have been
assessed. In these simulations, the immediate NH SAT
responses to large volcanic eruptions exceed that pre-
dicted by Mann et al. (2009), whereas the amplitude of
the transition from the MCA to the LIA was found to
be weaker than in the Mann et al. (2009) re-
construction. These characteristics are, however, simi-
lar to those from other last millennium simulations
(e.g., Berdahl and Robock 2013; Bothe et al. 2013) and
lie within the range spanned by different re-
construction methods (Wang et al. 2015). The analyses
presented here demonstrate that the transition from
the MCA to the LIA is generally associated with de-
creasing SATs and OHC and increases in sea ice con-
centrations. SAT reductions are strongest in the
Barents Sea, with strong reductions over the Arctic and
northwestern Europe. OHC reductions are strongest in
the midlatitudes, particularly in the NAtl. Sea ice
concentrations increase over most of its extent, but
these increases are strongest over the Barents Sea and
the Bering Strait.
Resolution differences are detected in the predicted

changes from the MCA to the LIA for all variables
discussed. Arctic SAT reductions and sea ice concen-
tration increases are stronger at T85 resolution than
T42, and OHC reductions over most of the NH are
stronger at T42 resolution than T85. In the Arctic Basin,
resolution differences are hypothesized to be associated
with differences in the background climate state gener-
ated by the model. As such, these differences may be
particular to CCSM3. As a result of such particularities
in any one model, the representativeness of the results
presented here can only be assessed by repeating similar
experiments with other models.
Both volcanic and TSI forcings are important to

changes from the short MCA to the LIA by generating
SAT and OHC reductions in the tropical Pacific and
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increases in sea ice extent at the sea ice margins. At T85
resolution, these forcings are also associated with strong
reductions in SAT and increases in sea ice concentration
in the Barents Sea.
In contrast, GHG and orbital forcings generate fewer

significant responses from the MCA to the LIA. GHGs
are associatedwith SAT decreases in the tropical Pacific,
and both forcings are associated with sea ice concen-
tration increases in the Norwegian Sea and the Gulf of
Alaska. Analyzing a single perturbation simulation in
the NO_GHG and NO_ORBIT experiments is seen to
be insufficient to isolate these forced signals from the
unforced signals in many cases, given the slow time
scales of variations associated with both forcings and the
large amplitude of multidecadal and longer variations in
the T42 simulations. Additionally, the LIA includes
periods of both low and high GHG forcings, which
makes its responses weaker than when examined over a
shorter period of low forcing.
Nonlinearities in the forcing responses are detected

along sea ice margins in the western tropical Pacific and
in North Africa and central Eurasia. These non-
linearities indicate sensitivity to background conditions
or the other forcings being applied when assessing a
given forcing response. As such, they must be consid-
ered when designing attribution experiments.
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APPENDIX A

Correcting for Disequilibration in Fully Transient
Simulations

Three equilibration criteria were applied to the con-
trol simulations (Andres and Peltier 2013):

1) Mean net top-of-atmosphere radiation fluxes remain
within 60.1Wm22 over the last 200 years.

2) Net top-of-atmosphere radiation fluxes display in-
significant trends over the last 200 years.

3) Globally averaged surface temperatures display in-
significant trends over the last 200 years.

The equilibration period included 2090 and 1300 years
for the T42 and T85 control simulations, respectively
(Andres and Peltier 2013). Ensemble averages over
transient simulations at each resolution are plotted in
Fig. A1 for globally averaged SATs and globally sum-
med OHC, NH sea ice extent, and AMOC. Third-order
polynomials are fit to global changes extracted from the
control simulations at each resolution by minimizing
least squares differences. They are also plotted in
Fig. A1, with gray shaded regions indicating confidence
ranges for a future measurement. The order of the
polynomial was chosen to be the lowest value that cap-
tures the multicentennial trends in the data for all
variables.
Globally averaged SATs appear to be well equili-

brated at both resolutions, as the control time series
show little variation. AMOC variations in the transient
simulations lie within the 95% confidence bounds of the
corresponding control datasets until the very end of the
millennium. Sea ice extent variations generally exceed
variations extracted from the control simulations during
the second half of the millennium, particularly for T85
resolution, but show little variation on centennial time
scales prior to that. In contrast, global OHC exhibits
noticeable trends over the early part of the millennium
at both resolutions, and variations in the values from
T42 resolution coincide with changes in the control
simulation. This effect is less pronounced at T85 reso-
lution. Thus, there appears to be lingering disequilib-
rium in the deep ocean of the millennium simulations
that is primarily affecting variations in ocean variables
during at least the early part of the preindustrial
millennium. We conclude that basing the equilibra-
tion criteria solely on surface variables and top-of-
atmosphere radiation fluxes is insufficient to ensure
full equilibration of the deep ocean.
To separate the effects of disequilibrium from those

due to transient forcings, third-order polynomial fits to
control simulation variables are subtracted from tran-
sient simulation variables prior to any analyses pre-
sented here. For maps, the corrections are applied
separately in every grid cell to polynomials generated
from the same grid cell. Polynomial fits to regional av-
erages are calculated after the control simulation data
have been regionally averaged.
Note that the first 550 years of the equilibrated

T85-resolution control sea ice data and years 350–550 of
ocean data were irretrievably lost. Since the ocean data
losses are located in the middle of the time series and
constitute less than 1 degree of freedom of the third-
order polynomial time series, they can be effectively
interpolated over using the polynomial fit. However,
the sea ice data loss cannot be extrapolated as
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effectively. This is seen in the blue curve of Fig. A2,
where the polynomial fit to years with complete data
yields very large extrapolated values for the early part
of the millennium. However, sea ice data for the end of
December are available every 10 years as part of the
model restart output. These data prove to be sufficient
to reproduce roughly two-thirds of the variability (R25
0.67) of annually averaged data during overlap years,
and they are also highly correlated with annual average
variations during those years (r 5 0.8). Thus, a hybrid
T85-resolution control sea ice dataset is constructed

including annually averaged data for years with com-
plete cover and decadal reconstructions for the re-
maining years. The polynomial fit based on the hybrid
dataset is shown in the red curve of Fig. A2 and is also
plotted as the T85-resolution control time series for sea
ice in Fig. A1. Including the reconstructed annual data
aligns the estimates of T85-resolution control sea ice
extent over the early part of the millenniummuchmore
closely with averages from the transient T85 simula-
tions. Thus, this reconstruction is employed for all of
the sea ice corrections.

FIG. A1. Globally averaged SAT, globally summedOHC, NH sea ice extent, and AMOC for
fully transient preindustrial millennium simulations at each resolution aligned with respect to
their initialization dates. Third-order polynomials extracted from corresponding years in the
control simulations are also presented, with gray shading indicating the 95% confidence in-
tervals for future predictions. The yellow-shaded region corresponds to the Medieval Climate
Anomaly, and the purple-shaded region corresponds with the Little Ice Age. A vertical green
line indicates the timing of the Samalas volcanic event.
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APPENDIX B

Defining Confidence Intervals Based on Control
Data

Confidence intervals are defined using bootstrapping
methods with control data in such a way as to reproduce
the analysis methods employed. For maps of fully tran-
sient changes from the MCA to the LIA (or from the
short MCA to the short LIA), the polynomial fit to
control data is subtracted from the control time series in
order to reproduce the equilibration correction. The
start dates of MCA and LIA periods are randomly se-
lected from within the control run time series, and then
segments of a corresponding length of time are
extracted. Selecting segments of control data rather than
randomly selecting every data point maintains time se-
ries autocorrelations. Then the differences between the
averages of these two periods are evaluated. Over 2000
separate samples are generated, from which ensemble
averages over as many difference maps as transient time
series are calculated. Finally, in every grid cell, the 2.5th
and 97.5th percentiles are identified to form the lower
and upper limits of the confidence interval. Thus, sta-
tistically significant signals are identified against a
background of unforced climate variability.
Confidence intervals for the perturbation difference

maps are generated in a similar manner. Since no
equilibration correction is applied to these time series in
the analyses presented, uncorrected control data are

employed for those confidence intervals. Then, prior to
ensemble averaging, differences between sets of two
bootstrapped MCA–LIA changes are calculated.
Finally, confidence intervals are also defined for the

difference between linear combinations and fully tran-
sient changes between the short MCA and short LIA. In
this case, sums over sets of four difference maps are
generated to reproduce the linear combination of per-
turbation signals, and differences are calculated be-
tween these maps and randomly selected MCA–LIA
changes. Since the NO_GHG and NO_ORBIT pertur-
bation differences are identical for both Mill_T42_all_
Gao and Mill_T42_all_Crowley, sets of two linear
combination differences are generated with two of the
four difference maps being identical. Averages are
performed over the sets.
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